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1. Introduction

This paper presents our research towards a near-term future in which legal entities, such
as individuals and organisations can entrust semi-autonomous AI-driven agents to carry out
online interactions on their behalf. The author’s research concerns the development of semi-
autonomous Web agents, which consult users if and only if the system does not have sufficient
context or confidence to proceed working autonomously. This creates a user-agent dialogue
that allows the user to teach the agent about the information sources they trust, their data-
sharing preferences, and their decision-making preferences. Ultimately, this enables the user to
maximise control over their data and decisions while retaining the convenience of using agents,
including those driven by LLMs.

We discuss why introducing such agents is crucial to support user autonomy on the Web
and in society; and explore how the advent of LLMs enables the advancement of general-
purpose Web agents. In view of developing near-term semi-autonomous agents, we address the
question: “How do we build a trustworthy and reliable network of semi-autonomous agents
which represent individuals and organisations on the Web?” In particular, presenting key
requirements for supporting safety guarantees around belief, data sharing and data usage whilst
enabling serendipitous dialogues between software agents.

In the second half if this paper, we focus on the challenges of semi-automated data sharing
and present a sociotechnical vision working towards semi-automated data sharing between
semi-autonomous Web agents.

2. Background: why agents, and why now?

2.1. Should we use agents?

As Wooldridge [1] discusses, it is common to “oversell agent solutions, or fail to understand
where agents may usefully be applied” and thus it is important to have “realistic expectations
of what agent technology can provide.” Consequently, it is reasonable to expect that current
excitement around many LLM-based agents is overhyped1. We are working towards the
introduction of semi-autonomous agents that faithfully represent different legal entities on
the Web. Thus, each agent represents different interests and thus have differing objectives and
controls as well as access to differing corpus’ of private data. This aligns well with Wooldridges
proposed use of agents when there is a “Distribution of data, control or expertise.”

2.2. The evolution of agentic capabilities and the impact of LLMs

2.2.1. Defining agents and understanding agentic communication

Abstractly, an agent is “a computer system that is situated in some environment, and that is
capable of autonomous action in this environment in order to meet its design objective” [1, p. 15;
2]. Just as humans must negotiate and cooperate to achieve shared goals, so too must agents
within multi-agent systems [1, p. 24-25]. This is only possible if agents have an effective means

1https://www.kadoa.com/blog/ai-agents-hype-vs-reality
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of communication. To communicate they must have a (R1) shared conceptual understanding of
the topic on which they communicate (e.g. two agents can only communicate about weather
if they both ‘know’ what it means to be sunny, raining and overcast, and have a notion of
temperature and a measure - such as degree celsius - by which to describe it) and (R2) a means of
sender (resp. reciever) encoding (resp. decoding) messages to transmit these concepts between
agents [3]. We shall refer to the requirement that agents are “capable of autonomous action
[execution]” [1, p. 15] as (R1E).

2.2.2. Information systems and APIs

Since the emergence of autonomous agents in the 1980’s [1, p. 304] there have been numerous
developments in the way in which agents understand (R1) and transmit (R2) concepts.

First, came systems where human programmers would encode specific execution semantics
in code (R1E) for instance the “concept of temperature” would be defined by a function which
takes a reading from a temperature sensor and these systems would communicate (R2) using
a structured encoding such as sending JSON encoded objects over the Web - containing a
“temperature” key. In this paradigm, the conceptual understanding (e.g. of temperature) (R1)
did not fully live within the system, but was rather implicitly communicated between systems
in the form of API documentation where the developers implementing each system would
explain to each other “the temperature key in the JSON object is a 32bit floating point value
representing the temperature, in central London, as measured in degrees celsius”. Naturally,
these primitive agents had very limited versatility as human developers were required to define
the execution semantics and conceptual semantics (documentation) by one exact concept at
a time. Moreover, these agents, which are still widespread in the form of Web APIs, face an
interoperability problem - as there are countless Web APIs all of which have a “temperature”
key in the JSON object they return; but with different meanings due to the implicit semantics
of the metric, collection location, collection date etc. encoded in the API documentation. This
tightly couples the client-agent to a single server agent and to communicate with more “agents”
the developer must manually write code to decode the different encodings of different server
agents and align the conceptual understanding across different documentation.

2.2.3. Semantic Web agents

Subsequent developments saw attempts to migrate this conceptual understanding (R1) from
documentation to data which is sent between agents [4, 5, 6, 7]. In domains such as the
Semantic Web, conceptual understanding is described symbolically using ontologies [1, p. 180]
and rules [8, 9] (R1) - and encoded in highly generic RDF [10] syntaxes (R2). With these agents
(systems) [3] possessing a symbolic understanding of concepts, they are able to precisely describe
and reason about the information they send and receive. This increases agent interoperability
and portability by making explicit the semantics that are often implicitly encoded in API
documentation; moreover, agent versatility increases with the ability to describe requests and
responses on the fly without being constrained to use the finite set of concepts listed in API
documentation. However, ontologists are still required to build the vocabularies and rules for
concept description (e.g. someone must manually define “degrees celsius” as a “unit of measure”
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for “temperature”; someone must provide the rules that define the mapping between “degrees
celsius” and “fahrenheit” so that systems using two different measures can interoperate) (R1)
and developers are still required to write code that defines the execution semantics (R1E) that is,
a system can semantically formulate the question “what is the current temperature in London
in degrees Celsius”; but a developer is then still required to write the code that then fetches the
temperature from the sensor. Furthermore, in this paradigm “If two agents are to communicate
about some domain, then it is necessary for them to agree on the terminology that they use
to describe this domain.” [1], often requiring agents to share the same vocabularies and hence
“worldviews”.

2.2.4. LLM-Powered Agents

Now LLM-powered agents are emerging, with many using LLMs trained upon a textual corpus
containing a vast array of human knowledge. Consequently, these agents have been demonstrat-
ing a greater breadth and depth of conceptual understanding (R1) than human developers could
imagine encoding by hand in formal ontologies. Moreover, LLMs can encode and decode these
concepts in natural language (as well as, increasingly, machine syntaxes [11]) (R2). Conversa-
tional LLMs also possess inherent execution semantics (R1E) with the capability to formulate a
written response to any input which they are given. These execution semantics, however, do not
extend to access of system-level knowledge or resources (such as temperature sensors) and are
less reliable/deterministic than production-ready implementations of previous generations of
agents. The trade-off of the breadth and depth of LLM understanding; is an increased vagueness
of concepts and the presence of internal inconsistencies in LLM conceptualisations - moreover,
there is no single worldview, per se, that the language model holds; and, just as with humans,
the facts that an LLM claims are highly dependent on the context of the conversation in which
they occur.

2.2.5. Neurosymbolic Agents

Hybrid LLM and SemanticWeb technologies have emerged [12, 13] as a branch of Neurosymbolic
AI [14]. These technologies leverage the strengths of Large Language Models (LLMs) discussed
in Section 2.2.4 along with their intuitive, System 1 reasoning [15]. These hybrid technologies
also benefit from the precise, logical System 2 reasoning [15], safety guarantees, and structured
knowledge representation offered by Semantic Web technologies. Neurosymbolic AI-backed
agents are becoming increasingly prevalent [16], and we anticipate that the protocol outlined
in Section 3 will primarily be implemented by such agents.

2.3. Agents for supporting user-autonomy on the Web

2.3.1. What are the problems?

We posit that semi-autonomous Web agents have the potential to help us escape the perversions
of the modern Web2 [17] and create a world in which technology un-obtrusively facilitates
users’ lives in the manner in which they desire. On the Web today, numerous issues around

2https://www.cnbc.com/2019/03/11/tim-berners-lee-the-web-is-dysfunctional-with-perverse-incentives.html
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user experience and user autonomy arise from the fact that the services that users interact
with are not aligned with the interests or personalised to the preferences of users. Yet these
service providers are responsible for the content and presentation of what users interact with -
through the Websites and applications that they build. In his letter “30 years on, what’s next
#ForTheWeb?” Berners-Lee identified 3 sources of dysfunction on today’s Web

30 years on what’s next #ForTheWeb?

1. Deliberate, malicious intent, such as state-sponsored hacking and attacks,
criminal behaviour, and online harassment.

2. System design that creates perverse incentives where user value is sacrificed,
such as ad-based revenue models that commercially reward clickbait and the viral
spread of misinformation.

3. Unintended negative consequences of benevolent design, such as the out-
raged and polarised tone and quality of online discourse.

Additionally, the rising cognitive load associated with information discovery [18] and the
proliferation of busy work—such as bureaucratic administration—driven by an always-online
culture, have been shown to be detrimental to society. As Vuori et al. note, “As advanced and
‘intuitive’ information systems ‘enable’ individuals to operate them for trivial tasks, experts now
perform tasks that have traditionally been the core of assistants’ work (e.g., reporting, travel
booking, etc.).” Previous works have already applied personal agents in a range of scenarios, such
as virtual assistants aimed at reducing cognitive load and enhancing decision-making [20, 21, 22].

2.3.2. What remedies to agents offer?

Although many of the aforementioned challenges have deep social roots—such as greed and
economic incentives [23]—we contend that Web agents, when genuinely acting in the best
interests of users, have the potential to reshape how these social and economic dynamics
manifest. This belief is grounded in several assumed values and capabilities of such agents,
which we recognize may not be fully realized due to technical and social constraints. Our
assumptions are as follows:

1. User Representation: Agents will accurately and faithfully represent users’ interests
and intentions in the online environment,

2. Trust and Preferences: Agents will adhere to user-defined preferences in determining
which signals to use when evaluating whether other agents or services should be trusted
for specific purposes—whether as authorities on certain topics, as custodians of user data,
or as service providers. These signals may include social relationships, trust in particular
institutions (e.g., government entities), endorsements from other agents, past interactions,
and legal agreements or regulations that stipulate penalties for misconduct.

3. Autonomy and Delegation: The degree of autonomy and control delegated to the
agent will be user-defined and adjustable at any time. This could range from complete
delegation, such as “organize all my meals, meetings, travel (including holidays), and
exercise plans using all relevant data from my knowledge base and IoT devices without
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prior consultation,” to specific instructions like “bookmy flights for next week, considering
my stated sustainability and budget requirements, and suggest some gyms and workout
routines tailored to my longevity goals based on recent health research,” to precise
commands such as “book flight HC123 on Oct 12 for me.” This balance allows users to
reclaim cognitive resourceswhilemaintaining an appropriate level of oversight, depending
on their individual preferences.

4. Interoperability: Agents will be interoperable with a wide range of Web services and
with other users’ and organizations’ agents, ensuring equitable access to online services
through these agents.

5. Fair Representations: Agents will be capable of advocating for user interests in an open
marketplace, ensuring fair competition and representation.

6. Accessible Interaction: Agents will be accessible to a diverse range of user groups and
available through various interaction modalities—such as mobile apps, voice assistants,
smart-home devices, or landline calls—adapted to the user’s needs and capabilities.

How can agents reshape the influence of various socioeconomic forces on the Web? Consider
the current monetization model that dominates the digital landscape: advertising. Many social
media platforms have discovered that the most effective way to maximize profits under this
model is to capture as much of the user’s attention as possible—thereby increasing the number
of ads they can display and influence users with. While the predictable consequence is the
loss of users’ time, the less predictable, but arguably more harmful, effects include increased
polarization [24] and mental health issues [25] among the user population.

Web agents have the potential to dismantle these attention [26] and surveillance [27]
economies and move us towards an intention economy [28], where agents negotiate for products
and services on our behalf, based on the preferences and policies we set as users. Several factors
can drive this transformation, most importantly the role of agents as intermediaries between
users and services on the Web.

Instead of users having to accept the provider’s choice over content and its presentation, semi-
autonomous agents can filter and prioritize information that aligns with the user’s intentions
and needs, delivering only what is relevant and valuable.

At the same time, these agents have access to enough user data to accurately identify products
that match individual needs and provide recommendations based on a genuine assessment of
their quality. This offers a remedy to the current bias of consumers to select products and services
that are best marketed or influenced rather than those that best match their needs [29, 30].

This also allows users to bypass many of the algorithmic harms [31] that are pervasive in
today’s platforms, fundamentally changing the dynamics of how digital services interact with
their audience.
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3. A protocol for Agentic Communication at Web Scale

As discussed in Section 2.2 there exists a substantial body of research on communication between
multi-agent systems. The vision of the Semantic Web itself [32, 33, 34] as shown by Charlie,
the “AI that works for you” was centred around Web Scale agentic systems. Yet, the 2006
lamentation that “[b]ecause we haven’t yet delivered large-scale, agent-based mediation, some
commentators argue that the Semantic Web has failed” [35] still rings true today. The growing
use of LLMs raises a key challenge in building Trustworthy and Reliable Web Agents [36, 37].
In this section we present a communication protocol between Neurosymbolic AI Agents at Web
Scale.

3.1. Design Requirements

We identify the following non-functional requirements for an agent communication protocol.
It must be possible for semi-autonomous agents to:

1. Identify legal entities, such as individuals or organisations, on the Web [38] so they can
be referenced.

2. Deterministically discover other agents representing an entity from their Web identity [38].
This does not require all agents to be publicly advertised; some may be discovered from
links to protected documents.

3. Describe, and agree to, any usage controls [39, 40, 41] associated with data they exchange.
This allows sharing of protected data while articulating the recipient’s legal or moral
obligations [42].

4. Describe the origin and provenance of data they exchange. In an open world of agents
that can “say anything about anything,” systems can identify which external claims to
believe for a given task, based on the agent’s internal trust model.

5. Unambiguously describe ground truths they send, and agreements they make, using a
formal representation. Consider the case where an individual’s agent purchases a flight
from an airline’s agent. Structured ground truths eliminate an LLM’s risk of hallucination
or misinterpretation of key information, such as the flight time (“10 o’clock” could be 22:00
or 10:00). As agents represent entities in binding agreements, this approach also reduces
the risk of legal disputes by limiting the subjectivity of agreed terms and thus the ability to
reinterpret or rescind them [43]. Furthermore, agents can implement rule-based internal
safeguards, such as user-defined daily spending limits. Truly generic agents may generate
and communicate structured ontologies when encountering new tasks. In many cases
we expect LLM-supported ontology construction [44] to facilitate generation; however,
research is required to understand how (1) agents can align on conceptual models for use
and (2) how human oversight can be maintained without disrupting user experience.

6. Contextualise a task which may be ambiguous or poorly defined, such that interacting
agents can introduce new solution spaces or negotiating actors in a serendipitous manner.
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Figure 1: Flow diagram for the scheduling use case. Alice is Jun’s agent and Bob is Nigel’s agent.

3.2. Sample Use-Case and Implementation

We implemented the following flow where agents act as personal assistants
for individual users:

1. Jun types into a chat “Schedule a meeting with Nigel next week”;
2. Jun’s agent identifies data to be shared with Nigel and requests relevant

sharing permissions from Jun (where not already obtained);
3. Nigel’s agent receives a request from Jun;
4. Nigel is prompted to confirm that he believes Jun is an authoritative source

of truth for her calendar (where not already obtained);
5. Nigels agent proposes a meeting time to Nigel; and
6. the meeting is proposed to Jun’s agent and automatically confirmed.

8

https://github.com/jeswr/phd-language-dialogue-experiment


We have created a running demo with a video, flow-diagrams (including Figure 1) and other
resources for our codebase3. The implementation corresponds to the above use-case steps:

1. Given the user prompt and a set of known WebID profiles [38], an LLM called by Jun’s
agent identifies the relevant entities for the agent to negotiate with (Nigel), and the
WebIDs of those entities. Given the user prompt, and the user’s personal knowledge
graph, an LLM called by Jun’s agent identifies which subset (as a list of named graphs) of
the user data are needed to fulfil the user’s request.

2. Notation3 [45] reasoning is used to identify the policies applicable to the data subset. In
the available demo recording, policies are encoded in ACP [39]; we are currently migrating
to use ODRL [40] and DPV [41]. If these policies do not yet permit read access to Nigel,
Jun is prompted to modify them. Jun’s agent then dereferences Nigel’s WebID [38] to
discover information about his agent.

3. Jun’s agent uses an LLM to construct a message for Nigel’s agent, explaining the context
of Jun’s task: “Jun seeks to schedule a meeting for next week. Propose a time for Jun and
Nigel to meet using their calendars.” Jun’s agent sends Nigel’s agent this message along
with the RDF description of Jun’s calendar and any associated policies and provenance.
With ACL, Nigel’s agent does not need to agree to any policy obligations; this changes
with ODRL. The provenance in this case is simply a signature of the canonicalised calendar
dataset [46] using Jun’s public key.

4. As Nigel has instructed his agent that Jun is an authoritative source of information on
all topics, his agent believes (takes as ground truth) the signed RDF dataset sent by her
agent. We are developing conceptual models for agentic trust; these extend existing trust
vocabularies [47, 48, 49, 50] with a range of features including (1) qualifying whether
sources are trusted for particular types of claims; for instance, most agents should trust
certified airlines to present flight times and prices, but not medical data (2) qualifying
the forms of provenance secure enough for a given task; for instance, an insurance
provider may require provenance demonstrating a user was signed in with two-factor
authentication when entering financial details to their knowledge base.

5. Nigel’s agent proposes a meeting time, using the natural language context (not a ground
truth) and the calendar dataset (ground truth). The LLM proposes a meeting time, then
the N3 reasoner applies rules to (1) ensure no calendar conflicts and (2) check for user
confirmation, before adding the proposed time to the knowledge base. In a future iteration,
we plan to use the LLM to generate an N3 query that proposes a meeting time based on
Nigel’s Personal Data Store and Jun’s calendar.

6. Upon meeting the above requirements, the reasoner sends to Jun’s agent a meeting
proposal, in the form of an RDF dataset with attached usage policies and provenance.
Jun’s agent confirms this dataset can be believed based on the internal trust model. The
rules within Jun’s agent validate that there are no conflicting events. Jun’s personal
knowledge base is updated with the event, and a confirmation is sent to Nigel’s agent.

3https://github.com/jeswr/phd-language-dialogue-experiment
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4. Semi-automated data sharing for the Web, Web Agents and
Data Spaces

In the ever-evolving landscape of digital privacy, the management of personal data, including
cookies, within Web browsers has become increasingly crucial. Legislative attempts to give
users back control over data that is captured in cookies have largely resulted in obstructive
cookie notice pop-ups across the Web containing convoluted or misleading policies, which new
research suggests are not often compliant with user preferences [51]. Consequently, cookie
policies and other Terms of Service agreements are deemed “biggest lie on the internet” [52].

In this section, we present our vision of how the OpenDigital Rights Language (ODRL) [40, 53],
Data Terms of Use (DToU) [54] and the Data Privacy Vocabulary (DPV) [55] can be embedded
into websites with RDFa [56], and transmitted within HTTP Headers in order to well-describe
and allow negotiation over the terms of use that are applied to cookies in the browser. We
argue that if deployed alongside regulatory incentives, or pressure, this technology stands to
benefit individuals, industry and regulators. Individuals stand to benefit from a smoother
experience and enhanced, semi-automated control over their privacy on the Web, with browsers
managing cookie policies on their behalf. Businesses stand to gain significantly from this
standardised approach to cookie management. By adhering to machine-interpretable standards
endorsed by regulators, companies can reduce the risk of privacy-related lawsuits, demonstrate
compliance with regulations such as the General Data Protection Regulation (GDPR) [57], the
ePrivacy Directive [58] or the California Consumer Privacy Act (CCPA) [59], and streamline
the implementation of privacy policies. Furthermore, it becomes easier for these bodies to
implement automated auditing systems that validate their compliance with their advertised
terms of use. Regulators stand to benefit from a unified framework for describing regulations
around personal data in cookies, and automated techniques for checking compliance with that
regulation.

We view this work as a critical stepping stone to achieve semi-automated data governance
in emerging data-centric technologies that form the next generation of the Web, such as Web
Agents [60] and Data Spaces like Solid [61, 62, 63]. In particular, browser cookies are a mature,
widely used and well-understood Web technology, and the measures that websites must take to
handle cookies whilst complying with jurisdictional data protection regulations are well-known.
This makes browser cookies a good target use case where academia, regulators and industry
can ‘battle-test’ and mature technologies such as ODRL, DToU and DPV to support real-world
requirements for semi-automated data governance. Thus we propose cookie data as the starting
point for the rollout of annotated terms of use at Web scale.

4.1. Related Work

4.1.1. Privacy Policies in Browsers

The concept of privacy policies in browsers is not new. The W3C’s Platform for Privacy
Preferences (P3P) [64] was a protocol published in 2002. P3P enabled Websites to describe
their data management practices to users in a standardised and machine-readable format. This
included a description of the type of data that was collected via different browser interactions,
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and the purpose for which the Website was collecting it. P3P enables Websites to encode
their privacy policies in XML, which can then be automatically retrieved and interpreted by
Web browsers and other user agents. This allows users to easily understand a Website’s data
collection and usage practices without having to read convoluted privacy policies. Moreover, it
enabled the browser to block parts of the Website until users had opted into certain types of
their data being collected. Despite its innovative approach, P3P faced challenges in adoption
and implementation, leading to limited use and eventual obsolescence as privacy concerns and
regulations evolved [65].

Global Privacy Control (GPC) [66, 67] and its predecessor Do Not Track (DNT) [68] take an
all-or-nothing approach to improving user privacy on the Web, introducing a binary signal
which users can enable to indicate they do not want their data to be sold or shared. Unlike DNT,
GPC has gained traction because it is backed by the CCPA [59, 69]. This regulation requires
companies to honour user preferences of opting out of data sharing, giving GPC more legal
weight [70].

4.1.2. Vocabularies for expressing cookie preferences

Bushati et al. [71] introduced the OntoCookie ontology, developed as part of a study investigat-
ing users’ awareness of the data they consent to sharing via cookies. OntoCookie is a formal
representation of the cookie domain, comprising 229 axioms, 32 classes, 10 object properties,
and 10 data properties. It models various types of cookies, their metadata, and their purposes
(e.g., necessary, analytics, marketing) using a top-down ontology engineering approach. By
leveraging this ontology, Bushati et al. [71] created a KG-based tool to enhance user compre-
hension of cookie data sharing, providing a more transparent and interpretable view of cookie
data.

Of the 32 classes introduced by OntoCookie, 8 are subclasses of purpose for processing cookie
data (Analytics, Marketing, Profiling, ServiceOptimisation, ServicePersonalisation, Service-
Provision, Tracking), 10 are related to types of cookies (Authentication, HostOnly, HttpOnly,
Persistent, SameSite, Secure, Session, Super, Tracking, Zombie) and 2 are subclasses of neces-
sity, i.e., Necessary and Optional. Concerning the purpose classes introduced, only Tracking
does not have an equivalent concept in DPV 2.0 (which otherwise has 88 additional purpose
classes compared to OntoCookie), which may be worth adding as an extension to DPV under
dpv:Marketing. The cookie classes are useful for adding additional descriptions about cookies,
but do not help describe their terms of use, and are thus not as useful to this work.

Thus, we propose the use of ODRL, DToU and DPV in favour of OntoCookie as these
vocabularies are better suited for describing terms of use in this use case, and better generalise
to terms of use descriptions outside of the context of cookie policies which is the long-term end
goal of this work.

4.1.3. Deceptive patterns and extensions for managing cookies

Deceptive patterns in cookie consent popups manipulate users into agreeing to data collection.
These tactics often violate GDPR principles requiring informed and voluntary consent. Common
deceptive patterns include: (1) Pre-selected Options – banners with pre-ticked boxes for non-
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essential cookies [72], contrary to GDPR guidelines requiring active consent [73]; (2) Deceptive
Button Colours – highlighting the “Accept” button more prominently than the “Reject” button
to influence user choice [72]; (3) Complex Navigation – making users navigate multiple layers
to be able to reject cookies, while accepting them is straightforward [74]; (4) Misleading
Labels – declaring marketing cookies as essential to imply users cannot opt out without affecting
functionality [74]; (5) Hindering Withdrawal – making it difficult to withdraw consent by not
providing easily accessible options [75]; and (6) Manipulative Language – using vague or biased
language to emphasise benefits of accepting cookies while downplaying data collection [76].

A study by Bollinger et al. [77] identified widespread GDPR violations across nearly 30,000
Websites, with 94.7% of these sites exhibiting at least one potential violation. This underscores
the need for a technical infrastructure, developed in collaboration with regulators, that facilitates
platforms in developing legally compliant terms of use.

To combat such problems, there have been several efforts to implement extensions which au-
tomate the process of accepting or rejecting cookies in browsers. For instance CookieBlock [77]
is a browser extension designed to automate cookie consent management by using machine
learning to classify cookies based one of four purposes: Strictly Necessary, Functionality, Ana-
lytics, and Advertising/Tracking. The extension then automatically accepts or rejects cookies
based on which of the four categories users enable. For classification, CookieBlock achieves a
mean validation accuracy of 84.4% and filters out approximately 90% of privacy-invasive cookies
without significantly affecting Website functionality [77]. This approach does not depend on
the cooperation of Websites, thus improving user privacy even on sites that do not comply with
GDPR requirements.

As Bollinger et al. [77] acknowledge, CookieBlock, while innovative, is a temporary client-side
fix. No solution limited to the client can address the root problems of (1) Websites presenting
ambiguous and convoluted privacy policies that may bemisinterpreted by humans andmachines,
and (2) Websites ignoring user consent when personal data is allowed to be used for a limited
set of purposes. By nature of the CookieBlock being ‘adversarial’, it broke 10% of websites. Our
proposal in Section 4.2 avoids this problem, with Websites able to describe cookie configurations
required for Website functionality. Our proposal also offers more fine-grained user preferences,
offering a wider range of purposes and controls for properties including the cookie retention
period.

4.2. Vision for semi-automated data sharing on the Web

In our long term vision of the future Web, all data shared between clients (including browsers
and other types of agents like those discussed in Section 3) and servers is annotated with
machine-readable terms of use agreements. This enables the data sender (server or client) to
declare features such as which legal basis is being used to process said data; and data subjects
to express what permissions, obligations and other restrictions apply to the usage of their data.
In turn, this enables the data recipient (client or server) to automatically and unambiguously
determine how the data may or may not be used, using rules-based reasoning. The data recipient
may also use terms of use requests to identify their promises and the permissions they would
like the sender to include in the agreement. We expect these machine-readable terms of use

12



agreements to be encoded using RDF [10], described using the ODRL [40] or DToU [54] models
and to extend upon terms from DPV [55].

We now turn specifically to the case of cookie management, which is the focus of this paper.
We envision migrating towards a state where the act of a data subject (in this case the user of
a browser) ‘permissioning’ to the processing and sharing of personal data within cookies is
communicated by having browsers including accompanying ‘Data-Policy’ header(s), containing
terms of use agreements, for each HTTP Cookie header (c.f. RFC 6265) in the browser request.
The contents of the terms of use agreements in the ‘Data-Policy’ header(s) are to be generated
by the browser or a browser extension enforcing the users’ data sharing preferences against the
Website’s request. As we shall elaborate further in the remainder of this section; this process
of enforcement may either be performed statically in the browser or involve a ‘negotiation’
between the Website and browser agent. This process may require explicit user input depending
on what existing privacy preferences the user has supplied and the legal basis used by the
Website for the processing of cookie data, e.g., requiring explicit GDPR consent from users will
imply their affirmative and freely given acceptance of the cookies’ terms of use.

In the following sections we discuss a 3-step pathway towards reaching the vision, where
each step itself is a valid technical solution, gradually increasing the automation and formality.

4.2.1. Step 1: Machine readable terms of use requests in cookie dialogues

As a first step towards this goal, we propose that Websites begin embedding terms of use
requests as machine-readable RDFa [78] in existing cookie dialogues. In particular, for each
cookie identifying the type of data that is retained and a granular description of the purposes
for which it will be processed. Further, we propose the use of a standardised naming scheme
for HTML id attributes for the checkboxes to opt in or out of particular cookies. This would
enable browser extensions to automatically manage the selection boxes on the behalf of users
in a deterministic manner. This automated selection would be made based on clear preferences
that the user has actively chosen. Unlike existing browser extensions which accept/reject
cookies [77], this solution does not rely upon Large Language Models (LLMs) or other heuristic
measures to interpret the natural language cookie policies displayed, and accept/reject cookies
based on broad categories of cookies such as performance, functional and analytics. Instead,
this solution allows for matching against well-defined and fine-grained user preferences in the
browser.

Our proposal using RDFa embeddingswould be relatively straightforward for existing Consent
Management Platforms (CMPs) to independently roll-out as they are already in control of the
current pop-up functionality. Having a browser extension interact with the existing HTML
element, rather than posting data directly to an API also means that there is no interim effort
required to align the consent management APIs that CMPs use.

Similarly to Bollinger et al. [77], limited client (browser) side enforcement of user preferences
may be introduced once embedded RDFa descriptions are available. In particular, the browser
may prevent the creation of cookies which may not be used for any purposes according to user
preference. At this stage of the work this simply means that the only cookies permitted on a
given Website are those that have been ‘allowed’ by the extension.

For those websites that do not move to use RDFa embeddings to describe the purposes;
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there is also the option of using LLMs called by a browser extension in the short-term to
translate the natural language privacy policies into machine-readable terms of use requests.
These formal descriptions can then be used by browser extensions to automatically accept or
reject cookies based on user preferences. This LLM-based supplement for RDFa embeddings
is an ad hoc solution in that it does not address the root problem of ambiguous and complex
natural language privacy policies, but rather provides a temporary fix to the problem of manual
cookie management. However, it would improve the granularity of control that users have in
comparison to existing solutions such as CookieBlock [77].

4.2.2. Step 2: Machine-readable terms of use requests in headers

Over time, we recommend that Websites also include these terms of use requests as HTTP
headers with the name ‘Data-Policy-Request’, which contains either the full privacy policy for
Website cookies, links to a cacheable description of the privacy policy, or links to an API for
policy negotiation (c.f. Section 4.2.3). Whenever both a browser and Website implement the
‘Data-Policy’ detailed in Section 4.2.3, there would no longer be a need for server-managed
cookie user interfaces.

Unlike Section 4.2.1, even Websites using CMPs will need to take individual action to im-
plement this header-based proposal, as CMPs do not generally intercept response headers.
Consequently, adoption is likely to be slower.

4.2.3. Step 3: Consent and machine-readable terms of use agreements

In parallel to the recommendations of Sections 4.2.1 and 4.2.2, we suggest browsers start
implementing the ‘Data-Policy’ header. This allows browsers to communicate to Websites, on
behalf of users, the permissions that users have given for the processing and sharing of their
personal data collected in cookies. This role is currently fulfilled by Consent Management
Platforms (CMPs), which use custom APIs and flows to collect and log user consent.

This proposal is backwards compatible with HTTP servers and browser clients that do not
recognise ‘Data-Policy’ headers as “a proxy MUST forward unrecognised header fields” and
“other recipients SHOULD ignore unrecognised header and trailer fields.” [79]. We propose the
name ‘Data-Policy’ rather than ‘Cookie-Policy’ in anticipation that the header will also transmit
terms of use agreements for other non-cookie headers and the message body in the future.

With ‘Data-Policy’ headers, browser clients can enforce terms of use agreements which do
not permit the cookie data to be used for any purpose, by blocking the cookie from being sent.
Clients will not be able to enforce terms of use agreements that allow the Website owner or
third parties to use personal data for a limited range of purposes. In these cases the Website and
third parties are responsible for adhering to the agreed terms of use; similarly to how Websites
and third parties are expected to respect consent signals sent out by CMPs today. Rather than
relying on platforms benevolently respecting these terms of use agreements, our goal is to work
with regulatory authorities to make these terms of use agreements legally enforceable. In EU
countries and the UK, we can start by making ‘Data-Policy’ headers the recommended way
to signal legal consent to process personal data. In the future, we envision these terms of use
agreements being of a more contractual nature, similar to a data sharing agreement. As we
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shall re-iterate in the following subsections and Section 4.5, this is where a joint approach is
required between research, regulatory bodies and industry, in order to concurrently develop
technical standards, new regulations and best practices to:

1. Ensure that with this proposal, companies can comply with EU and UK regulation for
consent collection and logging [80] which is currently fulfilled by custom flows that take
place when users confirm their preferences in cookie consent dialogues.

2. Provide regulatory incentives or pressures for adoption of the ‘Data-Policy’ header. In-
centives could include “Safe Harbour”4 [81] clauses in data protection regulation, which
legally protect companies using policy evaluation engines to ensure terms of use agree-
ments are respected. As a more stringent measure, regulations could mandate the use
of such policy engines and require companies to undergo regular audits to verify their
compliance and obtain certifications from Data Protection Authorities.

3. Align this proposal with existing semi-automation approaches adopted for data gover-
nance within enterprises [82].

4. Ensure this proposal enables the reduction of long-term engineering, legal and other
compliance-related costs that enterprises face [83].

4.2.4. Negotiating terms of use agreements

We anticipate use cases where terms of use agreements cannot be immediately computed by
browsers using static terms of use requests from Websites and user preferences (that can be
either pre-defined or obtained from the user in real-time via a browser-managed popup). For
instance, some Websites offer a choice between paying for services and consenting to the use
of personal data for targeted advertising [84]; others may present ads at a lower frequency
when targeted advertising is possible [85]. Such Websites may need to offer a ‘negotiation’
API where browsers can perform operations such as payments and obtain a service contract,
complementing their terms of use agreement, that allows use of the Website without sharing
data for targeted advertising.

As discussed by Solove [86] and Florea and Esteves [87] obtaining valid GDPR consent
remains an issue, as it implies the user knows the purpose for which their data is being used,
as well as the identity of the legal entity ‘behind’ the processing of said data, among other
conditions. As such, the development of a policy-based Web environment must not shy away
from going beyond consent to explore other legal bases, while, of course, relying on it as an
information safeguard for users.

4.2.5. Beyond Cookies

We are striving for a future in which all data sent over the Web is annotated with terms of use
agreements between the sender and recipient. This could be achieved by having HTTP requests
and responses always containing the ‘Data-Policy’ header. This header would contain terms of
use agreements that would be applicable for data in the headers and message body with the

4A safe harbour provision is a legal clause that offers protection from liability or penalties under specific conditions,
as long as the party complies with certain predefined guidelines or standards.
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possibility to have fine-grained definitions of different terms of use for different parts of the
request or response. This enables the sender to be explicit about any requirements they have
for how their data is governed, and for the recipient to implement policy engines that ensure
these requirements are respected. In the worst case, if a server is not able to understand or
handle the terms of use of an incoming HTTP request, we would expect the server to return a
5xx response and discard of any user data received in the request. It would be best practice for
a server to also indicate any modifications required to the terms of use in order for a future
request to be accepted, using an RDF-encoded response. If a client receives a set of terms of use
that it is not able to respect, it should also immediately discard of the information received in
this response.

4.2.6. Beyond Websites

In the spirit of the Semantic Web [60, 33, 34], we posit that over time the Web will evolve away
from users sending and receiving data via Websites, to having their interactions on the Web
mediated via Web agents such as Charlie, the “AI that works for you.” [88]; with most user
information stored across personal data stores such as Solid Pods [61, 62, 63].

In this vision, we hypothesise that all data sent from personal data stores, and between
personal agents will need to be annotated with terms of use to enable automated compliance
with data governance requirements; as data is sent between agents representing data subjects
with a range of preferences and legal rights, and hosted in personal data stores across a range
of legal jurisdictions. These, and a range of other factors, will influence the terms of use that
recipients must comply with when receiving data they wish to process. Specifically, unlike
cookies on websites, secondary data transmission (of original and downstream data) and data
combination are expected to be more prominent, both in spatial and temporal manners, in this
interaction model, which requires special attention in policy languages and engines.

Our hope is that by introducing a ‘Data-Policy’ header where agreed-upon terms of use can
be exchanged between clients and browsers; we prove the concept of terms of use agreements
at Web scale; and this ‘Data-Policy’ header can be extended and re-used to support HTTP-based
data sharing between Web agents, personal data stores and data processors.

4.3. Comparison to Consent Management Platforms

Today, most Websites use Consent Management Platforms (CMPs) to manage their data privacy
obligations related to cookies. Consent Management Platforms (CMPs) have 4 primary roles [89]:
Consent collection via cookie banners; Consent management blocking cookies which users
have not consented to the use of; Consent signals sharing the collected consent with first-
and third-party data processors, such as analytics platforms and ad vendors; Proof of consent
storing proof of consent for regulatory purposes.

For the sharing of consent signals, each third party vendor implements custom consent API’s
such as the Google Consent API, and CMPs bear the responsibility of translating the collected
user consent into a fixed set of consent options offered by the 3rd party vendor. Our proposed
introduction of the ‘Data-Purpose’ header offers a better experience for both vendors and
end users. Browsers become responsible for consent collection and consent management
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of cookies; consent signals are sent directly from the browser to first and third parties via
‘Data-Purpose’ header, removing the need for intermediary management of consent signals; and
proof of consent is made possible by simply maintaining a log of the ‘Data-Purpose’ headers
that Websites receive. Consequently, our proposal makes the flow of user consent records more
rigorous, both by having unambiguous machine-interpretable records of the terms of use that
users have agreed to; and having these agreements sent directly to the relevant data processor
rather than requiring out-of-band communication via CMPs.

4.4. Comparison to related work on privacy policies in browsers

The core differences between our proposal and the related works have to do with the expressivity
of the languages that we propose to use, and the differing legal context at the time in which we
do our work.

P3P [64] contains many similar concepts to those which we propose here, including having
the ability to define cookie purposes (although from a fixed vocabulary) and a trust engine
to mediate between user preferences descriptions of cookie purposes. Regarding expressivity,
P3P proposes describing the following features of cookies: (1) Categories – what information
is collected, (2) Purpose – how it is used, (3) Recipient – who has access to it, (4) Retention –
how long it is stored, and (5) Access – what information can the user access. ODRL and DToU
express a superset of these concepts. P3P only offers 10 purpose categories (and one ‘other’)
category that are built into the specification and thus not extensible. In contrast, DPV currently
has 95 purposes, and is extensible through OWL [90] – with the ability to preserve semantic
relationships. For instance, Websites could define ‘marketingDigitalProducts’ as a subclass of
‘marketing’ to improve precision of their terms of use requests; and browsers would still be able
to apply all user preferences for ‘marketing’ preferences to the request.

We recognise that there have been attempts to extend P3P with policies modelled in RDF [91]
using Rei [92]. The primary goal of this work by Kolari et al. [91] was to improve expressivity
and adoption of P3P. The primary advantage of our proposed use of ODRL or DToU with DPV
is (1) ODRL and DPV are more mature than Rei [92], (2) DPV has an extensive range of terms
available for describing a wide array of privacy concepts, (3) DToU provides a unified framework
covering more concept scopes envisioned in this paper and (4) these vocabularies are built with
modern regulation, such as GDPR [57], in mind.

Compared to P3P, our proposal changes the party controlling the terms of use agreement.
With P3P, Websites declare the privacy policies associated with different components of the
site; similar to the terms of use requests that Websites make in our proposal. However, in P3P
the browser is not able to respond with a modified agreement when it sends data, which may
choose to allow the Website to use the data for a subset of the purposes it had requested. Instead,
in P3P the browser only has the option to block the widget which sends the data; making that
functionality completely unavailable to the user.

The Do Not Track (DNT) and Global Privacy Control (GPC) initiatives are less expressive
by design, only offering a single signal to indicate that users do not wish to be tracked via
cookies.

In terms of the legal context, there is some level of consensus that P3P and DNT were both
unsuccessful due to a lack of legal pressures, however, as evidenced by the greater success
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of Global Privacy Control, there is a greater promise of adoption for such technologies when
they are mandated in regulation such as the CCPA. This is why we do not propose an isolated
technical solution, but rather a collaborative development between research, industry and
regulatory bodies to work towards a sociotechnical solution by which the vocabularies used for
formally describing terms of use agreements between the user and the website contain terms
and concepts that have a well-understood legal interpretation.

4.5. Call to action

4.5.1. Regulators

We call upon legal and policy experts working in the space of data governance to participate in
co-designing machine-readable cookie description and transmission standards. In particular,
we call upon supervisory bodies, such as the European Data Protection Board (EDPB) or
the Information Commissioner’s Office (ICO), that are capable of enforcing compliance with
standards such as those we propose for terms of use descriptions, to ensure compatibility
between the architectures we build, and the regulatory frameworks of the regions in which
they will be deployed.

In the European context, we would like to work with EDPB to understand how these transmit-
ted terms of use can become legally binding Data Sharing Agreements (DSAs), or be considered
lawful consent for data processing by data subjects. The ideal outcome of this work-item is
a set of terms, and flows, which all EU Data Protection Authorities recognise as valid DSAs
or lawful consent under GDPR [57]. In the UK, we would like to work with the ICO to work
towards a similar understanding of how transmitted terms of use can constitute legally binding
DSAs or lawful consent under the UK Data Protection Act 2018 (c. 12) [93].

A concrete starting point is to establish how terms of use annotations in the ‘Data-Policy’
header sent by browsers can constitute lawful consent for data processing. In particular asking
the question: how do we ensure that these terms of use annotations constitute lawful consent
when a browser or browser extension computes these terms of use annotations on a users’
behalf?

4.5.2. Industry

At the same time, we call upon industry, including CMP providers, to co-design a solution
that will benefit the customer experience and also add value to companies that implement the
standard. Secondarily, we call upon industry and research centres, such as the Joint Research
Centres (JRCs) supported by the European Commission, that have experience implementing
mechanised data governance to participate in implementing and validating the proposed policy
languages for terms of use exchanges. In particular, we seek to reduce the friction in the
adoption of this Web standard by having the formal policy descriptions easily map to internal
architectures for enterprise data governance.
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5. Conclusion and Future Work

The work we have presented in this paper brings us closer to agentic representation of legal
entities at Web Scale.

In Section 3 we implemented a generic personal assistant that communicates using a protocol
satisfying the requirements of the Web-scale agentic communication protocol presented in
Section 3.1. Future work in this direction will make the design requirements more rigorous by (1)
gathering requirements for personal agents through user studies, and (2) engaging with industry
to develop specialised agents, including product sales agents. Concurrently, we shall formalise
the vocabularies for exchanging provenance and terms of use between agents and modelling
trust and data policies within agents, extending those vocabularies discussed in Section 3.2.
Once these vocabularies mature, we will develop reasoning specifications to mediate between
the internal representations and exchanged metadata. This enables agents to negotiate to obtain
sufficient provenance to believe claims, and find agreeable data terms of use between agents -
whilst concurrently updating their internal models via user interaction.

In Section 4 we looked further into realising semi-automated and legally binding terms of use
exchanges between agents. We presented a comprehensive vision for the future of automated
and transparent data governance on the Web, specifically focusing on the management of
cookies. Our proposed solution leverages policy languages such as ODRL, DToU, and DPV
to describe cookie policies and data usage agreements in a machine-readable format. This
approach aims to enhance user control over their privacy, streamline compliance for businesses,
and facilitate regulatory oversight.

These contributions lay the groundwork for digital agents that empower users to fully leverage
the benefits of the Web’s vast services and information, while protecting them from algorithmic
biases, misinformation, and exploitative usage agreements.
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